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#### Abstract

To avoid divergence in the traditional iterative root-finding methods the homotopy continuation approach is commonly used in the literature. However, neither their theoretical analysis in terms of local and semilocal convergence nor their stability is explored in the present literature. In this paper, we describe the homotopy continuation (HC) version of a fourth-order accurate optimal iterative algorithm. The local and semilocal convergence of the HC-based algorithm, including the basins of attraction, are being examined for the first time in the literature. These basins are used to demonstrate that the HC variant is more stable than the traditional iterative approach, which is widely held to be advantageous. The usual iterative method with first-order derivative is shown to be replaceable by its equivalent HC counterpart to achieve better stability for several numerical problems selected from academia and industry.


## 1. Introduction

Nonlinear equations, optimization problems, and eigenvalue problems are only some of the many scientific and technical challenges that can be solved with the help of the homotopy continuation approach. It is widely used in many fields, from physics and chemistry to biology and computer science [1,2]. Consider the following nonlinear equation:
$f(x)=0$,
where $f$ is a Fréchet-differentiable operator defined on a nonempty, open convex subset $\Omega$ of a Banach space $B_{1}$ with values in a Banach space $\boldsymbol{B}_{2}[3,4]$. Finding exact solution of (1) is not always possible because of nonlinearity and sometimes discontinuities in $f$. In such a case, researchers move to iterative algorithms for seeking approximate solutions to serve the purpose. One of the frequently used algorithms to find zeros of (1) is the second-order optimal Newton approach. However, there is a major drawback with Newton's method of finding the function's derivatives. If $f^{\prime}(x)$ is more complicated to calculate than $f(x)$, then this could be a problem. Because of the divergence problem or slow convergence, Newton's method fails when $f^{\prime}\left(x_{0}\right)=$ 0 . To avoid the inclusion of derivatives in algorithms, several researchers have developed new approaches [5-8]. For example, the secant method is a modified version of Newton's method that uses
finite differences instead of derivatives to approximate the slope of the function $f$. It is a simpler and more stable method than Newton's approach, but it may converge more slowly. An algorithm called Brent's Method is a hybrid method that combines the bisection method, the secant method, and the inverse quadratic interpolation method. It is a highly efficient and robust method that can handle a wide range of functions, including highly nonlinear and discontinuous functions [911]. The Simultaneous Iteration Method is a powerful and versatile method for finding multiple roots of a set of nonlinear equations. It involves iterating a set of initial guesses, updating the guesses at each iteration using the equations, and checking for convergence to the roots. The method can handle highly nonlinear systems, but may converge slowly for complex systems. The Newton-Krylov Method is a powerful and efficient method for finding the roots of large systems of nonlinear equations. It combines the Newton-Raphson method with a Krylov subspace method to solve the linear systems that arise at each iteration [12]. The method is highly parallelizable and can handle large-scale problems with millions of unknowns [13]. Advanced root finding methods are powerful and versatile algorithms that can handle a wide range of functions, including highly nonlinear and discontinuous functions. Researchers and practitioners should choose the appropriate method based on the specific requirements of their problem, including accuracy, efficiency, robustness, and scalability.

[^0]Moreover, the behavior of the iterative sequence close to the solution is the focus of local convergence. This means that our iterative procedure will converge to the correct solution if we begin "close enough" to the solution, as described in a recently published paper by Qureshi et al. [14]. Once convergence has started, it can move quickly with local convergence (as the quadratic convergence in Newton's method demonstrates). The problem is that it requires an approximate approximation to begin with, which is not always available. When compared to local convergence, semilocal convergence [15] is a more general term. In contrast to local convergence, it takes into account a larger domain around the solution and states that as long as the iterative process begins within this area, it will converge to the solution. When the relevant methods do not know the derivative (or second derivative) of the function, semilocal convergence might be very helpful [16]. The rate of convergence in some semilocally converging methods is not guaranteed to be as quick as in locally converging methods (like Newton's method), but these approaches can be more robust because the initial guess does not have to be extremely close to the actual solution. When solving nonlinear equations numerically, both local and semilocal convergences play important roles [17]. The quality of the initial guess, the availability of derivative information, and the nature of the problem all play a role in deciding which approach to choose. When applying numerical methods to solve realworld problems, knowing their convergence properties is essential since they shed light on the method's behavior and help choose the best approach.

In the light of above discussion, it can be observed that despite the existence of several powerful algorithms, there is always room to devise strategies that can either tackle the issue of divergence or/and reduce computational effort. In this case, the homotopy continuation method (HCM) provides a useful approach to finding the zeros of each function in terms of a convergent way to find the approximate solutions. Homotopy methods will convert a hard or complicated problem into a simpler one $[18,19]$. One of the main advantages of homotopy continuation iterative methods is their ability to find all solutions to nonlinear equations, including complex solutions, with a high degree of accuracy. Some other advantages of homotopy continuation iterative methods are the following:

- Robustness: Iterative approaches based on homotopy continuation are well-known for their sturdiness and dependability. They may deal with ill-conditioned problems and singular problems without encountering numerical difficulties.
- Efficiency: In many cases, iterative approaches based on homotopy continuation are more efficient than other existing methods at solving nonlinear equations.
- Flexibility: Iterative methods based on homotopy continuation are useful because they can be changed to solve a wide range of nonlinear equations, including ones with constraints, that depend on parameters, or that have unique structures.
- Convergence: Homotopy continuation iterative methods are guaranteed to converge to all the solutions of a nonlinear equation, regardless of the initial guess. This makes them particularly useful when there is no prior knowledge of the location of the solutions.

The present article is structured as follows. Section 2 presents some basic concepts related to the homotopy continuation method, while Section 3 shows the conversion of the optimal algorithm into its homotopy version. The local and semilocal convergence analysis for the optimal algorithm under consideration are discussed in Sections 4 and 5, respectively. Two numerical examples are solved in Section 6 to explain local and semilocal convergence. A detailed visual analysis via the polynomiography for the homotopy version of the algorithm is presented in Section 7. To prove the better performance of the homotopy continuation version, some numerical experiments including both academic and real-life situations are conducted in Section 8, whereas the concluding remarks with some future directions are described in Section 9.

## 2. Fundamentals of homotopy method

Homotopy continuation methods can be used to solve nonlinear equations. In fact, the method can be adapted to solve any kind of nonlinear equation, including polynomial and transcendental equations. The basic idea is still the same: to start with an easier-to-solve equation, and gradually transform it into the more difficult equation that one wants to solve. One popular choice for the homotopy function in this case is the so-called "power" or "homogeneous" homotopy. This homotopy involves adding a parameter to the equation, and defining a new equation that is a weighted sum of the original equation and a simple "homogeneous" equation. The weight of the original equation is gradually reduced as the parameter is varied, until the original equation is reached.

For example, suppose that we want to solve the nonlinear equation $f(x)=0$. We can define a homotopy function $\Gamma$ as:
$\Gamma(x, \mu)=\mu f(x)-(1-\mu) G(x)$,
where $\mu$ is a parameter that varies from 0 to 1 , and $G$ is an auxiliary function. For $\mu=0$, we have $\Gamma(x, 0)=G(x)$, which is a simple equation with an easy solution. As $\mu$ increases, the weight of the original equation $f$ increases, until at $\mu=1$, we have $\Gamma(x, 1)=f(x)$, the equation we want to solve.

We can then use a numerical method, such as Newton's method or the secant method, to solve the simplified equation $\Gamma(x, 0)$, starting from an initial guess of the solution. As we gradually increase $\mu$, we can track the solution of the original equation $f$ by monitoring the solution path of the homotopy equation $\Gamma(x, \mu)$.

Homotopy continuation methods for solving nonlinear equations can be very effective, especially for equations that are difficult or impossible to solve analytically. However, like any numerical method, the success of the method depends on the choice of the homotopy function and the initial guess for the solution. To solve (1), one may define a homotopy or deformation function $\Gamma: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ such that
$\Gamma(x, 0)=G(x), \quad \Gamma(x, 1)=f(x)$,
where $\mu \in[0,1]$ is the homotopy parameter and $G: \mathbb{R} \rightarrow \mathbb{R}$ is a userdefined, auxiliary function. $G$ is usually defined to be similar to $f$, and the solution $x_{0}$ to $G(x)=0$ is easier to determine. There are many types of auxiliary homotopy function [20], depending on $G$. For this study, the fixed-point function is selected as our auxiliary homotopy function since the function is simpler to use than others. In general, the fixed-point function is expressed as
$G(x)=x_{0}-x$,
where $x_{0}$ refers to the initial guess. The most significant aspect of the auxiliary homotopy function is that this function must be controllable and uncomplicated to solve. As a final remark on the importance of homotopy methods, it can be observed that such methods based on homotopy ideas are not only used for nonlinear algebraic and transcendental equations but are equally applicable for solving differential equations [21-25].

## 3. Homotopy version for an optimal algorithm

In this section, we will attempt to convert an existing optimal fourth-order algorithm into its homotopy version with the help of the auxiliary homotopy function of the form $G(x)=x-x_{0}$. The considered optimal fourth-order algorithm was recently proposed in [26] as a linear combination of two iterative algorithms. The formula of the method is the following:
$y_{n}=x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}$
$x_{n+1}=x_{n}-\frac{f\left(x_{n}\right)\left(f\left(x_{n}\right)^{2}-3 f\left(x_{n}\right) f\left(y_{n}\right)+f\left(y_{n}\right)^{2}\right)}{f^{\prime}\left(x_{n}\right)\left(f\left(x_{n}\right)-3 f\left(y_{n}\right)\right)\left(f\left(x_{n}\right)-f\left(y_{n}\right)\right)}$,
where $x_{0}$ is the starting point.
The method given in (5), does not perform in the initial stage when $f^{\prime}\left(x_{0}\right)=0$ or $f^{\prime}\left(x_{0}\right) \approx 0$ including two more possibilities as $f\left(x_{n}\right)-$ $3 f\left(y_{n}\right)=0$ or $f\left(x_{n}\right)-f\left(y_{n}\right)=0$. To overcome this divergence problem, the following strategy based on fixed-point homotopy is presented:

$$
\begin{align*}
y_{n} & =x_{n}-\frac{\Gamma\left(x_{n}, \mu\right)}{\Gamma^{\prime}\left(x_{n}, \mu\right)} \\
x_{n+1} & =x_{n}  \tag{6}\\
& -\frac{\Gamma\left(x_{n}, \mu\right)\left(\Gamma\left(x_{n}, \mu\right)^{2}-3 \Gamma\left(x_{n}, \mu\right) \Gamma\left(y_{n}, \mu\right)+\Gamma\left(y_{n}, \mu\right)^{2}\right)}{\Gamma^{\prime}\left(x_{n}, \mu\right)\left(\Gamma\left(x_{n}, \mu\right)-3 \Gamma\left(y_{n}, \mu\right)\right)\left(\Gamma\left(x_{n}, \mu\right)-\Gamma\left(y_{n}, \mu\right)\right)}
\end{align*}
$$

where $\Gamma$ is defined by (2). The above homotopy-based algorithm (6) is abbreviated as HCIA (Homotopy Continuation Iterative Algorithm) whose pseudo-code is presented in Algorithm 1.

```
Algorithm 1: Algorithm for HCIA
    Input: \(f: \mathbb{R} \rightarrow \mathbb{R}\) - function; \(x_{0}\) - starting point; \(G: \mathbb{R} \rightarrow \mathbb{R}\) -
                auxiliary function; \(\varepsilon>0\) - accuracy; \(N\) - the number of
                step for the homotopy; \(M\) - the number of iterations for
                the root-finding method.
    Output: Root of \(f\).
    \(\mu=0\)
    \(x=x_{0}\)
    for \(i=1,2, \ldots, N\) do
        \(\mu=\mu+\frac{1}{N}\)
        \(j=0\)
        while \(j<M\) and \(|\Gamma(x, \mu)| \geq \varepsilon\) do
            \(j=j+1\)
            \(y=x-\frac{\Gamma(x, \mu)}{\Gamma^{\prime}(x, \mu)}\)
            \(x=x-\frac{\Gamma(x, \mu)\left(\Gamma(x, \mu)^{2}-3 \Gamma(x, \mu) \Gamma(y, \mu)+\Gamma(y, \mu)^{2}\right)}{\Gamma^{\prime}(x, \mu)(\Gamma(x, \mu)-3 \Gamma(y, \mu))(\Gamma(x, \mu)-\Gamma(y, \mu))}\)
    return \(x\)
```


## 4. Local convergence analysis

If the results of $\Gamma$ are to be trusted, the function must be differentiable at least five times. Consequently, if $\Gamma$ is not at least five times differentiable, we do not know if the algorithm (6) converges to this conclusion. So, this result only works for solving equations that are constrained in this way. This results in a large number of unsolved equations. For example,
$\Gamma(x)= \begin{cases}x^{2} \log x^{2}+4 x^{5}-4 x^{4}, & \text { if } x \neq 0, \\ 0, & \text { if } x=0 .\end{cases}$
Since
$\Gamma^{\prime \prime \prime}(x)=120 \log x^{2}+240 x^{2}-96 x$
is not bounded on $[-1,2]$. So, the analysis does not guarantee that (6) will converge. Also, keep in mind that the only derivative in (6) is $\Gamma^{\prime}$. Thus, a local convergence result based on the method's derivatives needs to be established. This is the purpose of this section. The concept of w-continuity [27] shall be used (see the new convergence conditions $\left(A_{1}\right)-\left(A_{4}\right)$ that follow).

Let $l_{0} \geq 0, l \geq 0$ and $\lambda \in[0,1)$ be given constants. Set $a=\frac{1}{1-\lambda}$, $L_{0}=a \mu l_{0}$ and $L=a \mu l$. Define the function $\rho_{1}:\left[0, \frac{1}{L_{0}}\right) \rightarrow \mathbb{R}$ by
$\rho_{1}(t)=\frac{L t}{2\left(1-L_{0} t\right)}-1$.
Notice that $r_{1}=\frac{2}{2 L_{0}+L}<\frac{1}{L_{0}}$ for $L_{0} \neq 0, L \neq 0 . \rho_{1}\left(r_{1}\right)=1$ and $r_{1}$ is the only solution of the equation $\rho_{1}(t)-1=0$ in the interval $\left(0, \frac{1}{L_{0}}\right)$.

Moreover, define the functions $P:\left[0, \frac{1}{L_{0}}\right) \rightarrow \mathbb{R}$ and $q:\left[0, \frac{1}{L_{0}}\right) \rightarrow \mathbb{R}$ by

$$
\begin{aligned}
P(t) & =a\left[\frac{\mu l}{2} t^{2}+\mu\left(1+\frac{l_{0} L t}{4\left(1-L_{0} t\right)}\right) \frac{L t^{2}}{2\left(1-L_{0} t\right)}\right. \\
& \left.+(1-\mu)\left(1+\frac{L t}{2\left(1-L_{0} t\right)}\right) t\right]
\end{aligned}
$$

and

$$
\begin{aligned}
q(t) & =a\left[\frac{\mu l}{2} t^{2}+3 \mu\left(1+\frac{l_{0} L t}{4\left(1-L_{0} t\right)}\right) \frac{L t^{2}}{2\left(1-L_{0} t\right)}\right. \\
& \left.+(1-\mu)\left(1+\frac{3 L t}{2\left(1-L_{0} t\right)}\right) t\right]
\end{aligned}
$$

By these definitions $P(0)-1=-1, q(0)-1=-1$ and $P(t) \rightarrow+\infty$, $q(t) \rightarrow+\infty$ as $t \rightarrow \frac{1}{L_{0}}$. Thus, the intermediate value theorem assures the existence of solutions for the equations $P(t)-1=0$ and $q(t)-1=0$ in the interval $\left(0, \frac{1}{L_{0}}\right)$. Denote by $\rho_{p}$ and $\rho_{q}$ the smallest such solutions, and set $\rho=\min \left\{\rho_{p}, \rho_{q}\right\}$. Furthermore, define functions on the interval $[0, \rho$ ) by

$$
\begin{aligned}
b(t) & =a \mu\left(1+\frac{l_{0}}{2} t\right)+3 \mu\left(1+\frac{l_{0} L t^{2}}{2\left(1-L_{0} t\right)}\right) \frac{L t^{2}}{2\left(1-L_{0} t\right)} \\
& +2(1-\mu) t+3(1-\mu)\left(1+\frac{L t}{2\left(1-L_{0} t\right)}\right) t \\
c(t) & =a\left(\mu\left(1+\frac{L_{0}}{2} t\right)+(1-\mu)\right) \\
e(t) & =\frac{a l}{2}+\left(1+a \mu l_{0} t\right) \mu\left(1+\frac{l_{0}}{2}\left(1+\frac{L t}{2\left(1-L_{0} t\right)}\right) t\right) \\
& +(1-\mu)\left(1+\frac{L t}{2\left(1-L_{0} t\right)}\right) \\
& +a\left(1+\mu l_{0} t\right)\left(\mu\left(1+\frac{l_{0} L t^{2}}{4\left(1-L_{0} t\right)}\right)+(1-\mu)\right) \frac{L t}{2\left(1-L_{0} t\right)} \\
d(t) & =\frac{a l}{2} b(t) c(t) \\
& +a\left(\mu\left(1+\frac{l_{0} L t^{2}}{4\left(1-L_{0} t\right)}\right)+(1-\mu)\right) \frac{L e(t)}{2\left(1-L_{0} t\right)},
\end{aligned}
$$

and
$\rho_{2}(t)=\frac{d(t)}{\left(1-L_{0} t\right)(1-P(t))(1-q(t))}-1$.
Then, again by these definitions, $\rho_{2}(0)=-1$ and $\rho_{2}(t) \rightarrow+\infty$ as $t \rightarrow \rho$. Denote by $r$ the smallest solution of $\rho_{2}(t)=0$ in the interval $(0, \rho)$.

The constant $r$ is the radius of convergence for the method (6) (see Theorem 1). Finally, these definitions imply that
$0 \leq L_{0} t<1$,
$0 \leq P(t)<1$,
$0 \leq q(t)<1$,
$0 \leq \rho_{i}(t)<1 \quad i=1,2, \ldots$.
A relationship is established between the developed functions and the constant $r$ with the functions in algorithm (6).

Suppose
$\left(A_{1}\right)$ There exists $\kappa^{*} \in S \subset \mathbb{R}$ solving the equation $f(x)=0$ such that $f^{\prime}\left(\kappa^{*}\right) \neq 0$, and set $\lambda=(1-\mu)\left|f^{\prime}\left(\kappa^{*}\right)^{-1}\left(1-f^{\prime}\left(\kappa^{*}\right)\right)\right|$.
$\left(A_{2}\right)\left|f\left(\kappa^{*}\right)^{-1}\left(f^{\prime}(y)-f\left(\kappa^{*}\right)\right)\right| \leq l_{0}\left|y-\kappa^{*}\right|$ for each $y \in S$.
$\left(A_{3}\right)\left|f\left(\kappa^{*}\right)^{-1}\left(f^{\prime}(z)-f(y)\right)\right| \leq l|z-y|$ for each $y, z \in S_{0}$.
$\left(A_{4}\right) T\left[\kappa^{*}, r\right] \subset S$.
Theorem 1. Under the conditions $\left(A_{1}\right)-\left(A_{4}\right)$ the following holds for (6) provided that $x_{0} \in T\left(\kappa^{*}, r\right) \backslash\left\{\kappa^{*}\right\}$ :
$\left\{x_{m}\right\} \subset T\left(\kappa^{*}, r\right)$,
$\left|y_{m}-\kappa^{*}\right| \leq \rho_{1}\left(\left|x_{m}-\kappa^{*}\right|\right)\left|x_{m}-\kappa^{*}\right| \leq\left|x_{m}-\kappa^{*}\right|<r$,
$\left|x_{m+1}-\kappa^{*}\right| \leq \rho_{2}\left(\left|x_{m}-\kappa^{*}\right|\right)\left|x_{m}-\kappa^{*}\right| \leq\left|x_{m}-\kappa^{*}\right|$,
and
$\lim _{n \rightarrow+\infty} x_{m}=\kappa^{*}$.

Proof. The functions $\Gamma$ and $\Gamma^{\prime}$ are related to $f$ and $f^{\prime}$ through the conditions $\left(A_{1}\right)-\left(A_{4}\right)$. By the choice of $\lambda$ and the condition $\left(A_{2}\right)$, we can write

$$
\begin{aligned}
\Gamma^{\prime}\left(\kappa^{*}\right)-f^{\prime}\left(\kappa^{*}\right) & =\mu f^{\prime}\left(\kappa^{*}\right)+(1-\mu)-f^{\prime}\left(\kappa^{*}\right) \\
& =(\mu-1) f^{\prime}\left(\kappa^{*}\right)+(1-\mu) \\
& =(1-\mu)\left(1-f^{\prime}\left(\kappa^{*}\right)\right)
\end{aligned}
$$

thus
$\left|f^{\prime}\left(\kappa^{*}\right)^{-1}\left(\Gamma^{\prime}\left(\kappa^{*}\right)-f^{\prime}\left(\kappa^{*}\right)\right)\right|=\lambda<1$.
Consequently, $\Gamma^{\prime}\left(\kappa^{*}\right) \neq 0$ by the Banach Lemma on invertible functions [28] and
$\left|\Gamma^{\prime}\left(\kappa^{*}\right)^{-1} f^{\prime}\left(\kappa^{*}\right)\right| \leq \frac{1}{1-\lambda}=a$.
Then, the iterate $y_{0}$ exists by the first substep of the algorithm (6) for $m=0$. By the estimate

$$
\begin{aligned}
\left|\Gamma^{\prime}\left(x_{m}\right)^{-1}\left(\Gamma^{\prime}\left(x_{m}\right)-\Gamma^{\prime}\left(\kappa^{*}\right)\right)\right| & \leq a \mu l_{0}\left|x_{0}-\kappa^{*}\right| \\
& =L_{0}\left|x_{m}-\kappa^{*}\right|<1
\end{aligned}
$$

$\Gamma^{\prime}\left(x_{m}\right) \neq 0$ and
$\left|\Gamma^{\prime}\left(x_{m}\right)^{-1}-\Gamma^{\prime}\left(\kappa^{*}\right)\right| \leq \frac{1}{1-L_{0}\left|x_{m}-\kappa^{*}\right|}$.
Moreover, from the first sub-step of the algorithm (6)

$$
\begin{align*}
y_{m}-\kappa^{*} & =x_{m}-\kappa^{*}-\Gamma^{\prime}\left(x_{m}\right)^{-1} \Gamma\left(x_{m}\right) \\
& =\int_{0}^{1} \Gamma^{\prime}\left(x_{m}\right)^{-1}\left(\Gamma^{\prime}\left(\kappa^{*}+\theta\left(x_{m}-\kappa^{*}\right)\right) d \theta\right. \\
& \left.-\Gamma^{\prime}\left(x_{m}\right)\right)\left(x_{m}-\kappa^{*}\right) \\
\left|y_{m}-\kappa^{*}\right| & \leq\left|\Gamma^{\prime}\left(x_{m}\right)^{-1} \Gamma\left(\kappa^{*}\right)\right| \int_{0}^{1} \Gamma^{\prime}\left(\kappa^{*}\right)^{-1}\left(\Gamma ^ { \prime } \left(\kappa^{*}\right.\right.  \tag{20}\\
& \left.\left.+\theta\left(x_{m}-\kappa^{*}\right)\right) d \theta-\Gamma^{\prime}\left(x_{m}\right)\right)\left(x_{m}-\kappa^{*}\right) \mid \\
& \leq \frac{L\left|x_{m}-\kappa^{*}\right|^{2}}{2\left(1-L_{0}\left|x_{m}-x^{*}\right|\right)} \\
& =\rho_{1}\left(\left|x_{m}-\kappa^{*}\right|\right)\left|x_{m}-\kappa^{*}\right| \leq\left|x_{m}-\kappa^{*}\right|<r
\end{align*}
$$

since we used
$\Gamma^{\prime}\left(\kappa^{*}+\theta\left(x_{m}-x^{*}\right)\right)-\Gamma^{\prime}\left(x_{m}\right)=\mu\left(f^{\prime}\left(\kappa^{*}+\theta\left(x_{m}-\kappa^{*}\right)\right)-f^{\prime}\left(x_{m}\right)\right)$,
so
$\mid \Gamma^{\prime}\left(\kappa^{*}\right)^{-1} f^{\prime}\left(\kappa^{*}\right) \int_{0}^{1} f^{\prime}\left(\kappa^{*}\right)^{-1} \mu\left(f^{\prime}\left(\kappa^{*}+\theta\left(x_{m}-\kappa^{*}\right)\right) d \theta\right.$

$$
\left.-f^{\prime}\left(x_{m}\right)\right)\left(x_{m}-\kappa^{*}\right)\left|\leq \frac{a \mu l}{2}\right| x_{m}-\left.\kappa^{*}\right|^{2}=\frac{L}{2}\left|x_{m}-\kappa^{*}\right|^{2}
$$

Next, we establish the existence of the iterate $x_{m+1}$. In order to achieve this, $\Gamma^{\prime}\left(x_{m}\right) \neq 0, \Gamma\left(x_{m}\right)-\Gamma\left(y_{m}\right) \neq 0$ and $\Gamma\left(x_{m}\right)-3 \Gamma\left(y_{m}\right) \neq 0$.

We can write in turn that

$$
\begin{aligned}
\Gamma\left(x_{m}\right) & -\Gamma^{\prime}\left(x_{m}\right)\left(x_{m}-\kappa^{*}\right)-\Gamma\left(y_{m}\right)+\Gamma^{\prime}\left(\kappa^{*}\right) \\
& =\mu f\left(x_{m}\right)-(1-\mu)\left(x_{0}-x_{m}\right)-\left(\mu f^{\prime}\left(x_{m}\right)\right. \\
& \left.+(1-\mu)\left(x_{m}-\kappa^{*}\right)\right)-\left(\mu f\left(y_{m}\right)-(1-\mu)\left(x_{0}-y_{m}\right)\right) \\
& +(1-\mu)\left(x_{0}-y_{m}\right)-(1-\mu)\left(x_{0}-\kappa^{*}\right) \\
& =\mu\left(f\left(x_{m}\right)-f\left(\kappa^{*}\right)-f^{\prime}\left(x_{m}\right)\left(x_{m}-\kappa^{*}\right)\right) \\
& -\mu\left(f\left(y_{m}\right)-f\left(\kappa^{*}\right)\right)-(1-\mu)\left(x_{0}-\kappa^{*}+y_{m}-\kappa^{*}\right)
\end{aligned}
$$

so

$$
\begin{align*}
& \mid \Gamma^{\prime}\left(\kappa^{*}\right)^{-1} f^{\prime}\left(\kappa^{*}\right) f^{\prime}\left(\kappa^{*}\right)^{-1}\left(\Gamma\left(x_{m}\right)-\Gamma^{\prime}\left(x_{m}\right)\left(x_{m}-\kappa^{*}\right)\right. \\
& \left.\quad-\Gamma\left(y_{m}\right)\right) \left\lvert\, \leq a\left[\left.\mu \frac{l}{2}\left|x_{m}-\kappa^{*}\right|+\mu \right\rvert\, \int_{0}^{1} f^{\prime}\left(\kappa^{*}\right.\right.\right. \\
& \left.\quad+\theta\left(y_{m}-\kappa^{*}\right)\right) d \theta\left|\left|y_{m}-\kappa^{*}\right|\right. \\
& \left.\quad+(1-\mu)\left(\left|x_{0}-\kappa^{*}\right|+\left|y_{m}-\kappa^{*}\right|\right)\right]  \tag{22}\\
& \quad \leq a\left[\mu \frac{l}{2}\left|x_{m}-\kappa^{*}\right|^{2}+\mu\left(1+\frac{l_{0}}{2}\left|y_{m}-\kappa^{*}\right|\right)\left|y_{m}-\kappa^{*}\right|\right. \\
& \left.\quad+(1-\mu)\left(\left|x_{0}-\kappa^{*}\right|+\left|y_{m}-\kappa^{*}\right|\right)\right] \leq P_{m}<1
\end{align*}
$$

thus $\Gamma\left(x_{m}\right)-\Gamma\left(y_{m}\right) \neq 0$ and for $x_{m} \neq \kappa^{*}$
$\left|\left(\Gamma\left(x_{m}\right)-\Gamma\left(y_{m}\right)\right)^{-1} \Gamma^{\prime}\left(\kappa^{*}\right)\right| \leq \frac{1}{\left|x_{m}-\kappa^{*}\right|\left(1-P_{m}\right)}$,
where we also used
$\left|f^{\prime}\left(\kappa^{*}\right)^{-1} \int_{0}^{1}\left(f^{\prime}\left(\kappa^{*}+\theta\left(x_{m}-\kappa^{*}\right)\right) d \theta-f^{\prime}\left(\kappa^{*}\right)+f^{\prime}\left(\kappa^{*}\right)\right)\right|$

$$
\leq 1+\frac{l_{0}}{2}\left|x_{m}-\kappa^{*}\right|
$$

As in (21)
$\left|\Gamma^{\prime}\left(\kappa^{*}\right)^{-1}\left(\Gamma\left(x_{k}\right)-\Gamma^{\prime}\left(x_{m}\right)\left(x_{m}-\kappa^{*}\right)-3 \Gamma\left(y_{m}\right)\right)\right|$
$\leq a\left[\frac{\mu l}{2}\left|x_{m}-\kappa^{*}\right|^{2}+3 \mu\left(1+\frac{l_{0}}{2}\left|y_{m}-\kappa^{*}\right|\right)\left|y_{m}-\kappa^{*}\right|\right.$
$\left.+\mu\left(\left|x_{0}-\kappa^{*}\right|+3\left|y_{m}-\kappa^{*}\right|\right)\right] \leq q_{m}<1$,
hence $\Gamma\left(x_{m}\right)-3 \Gamma\left(y_{m}\right) \neq 0$ and
$\left|\left(\Gamma\left(x_{m}\right)-3 \Gamma\left(y_{m}\right)\right)^{-1} \Gamma^{\prime}\left(\kappa^{*}\right)\right| \leq \frac{1}{\left(x_{m}-\kappa^{*}\right)\left(1-q_{m}\right)}$.
Therefore, the iterate $x_{m+1}$ exists by the second sub step of the algorithm (6). Define the functions $M_{m}=M=\mu \int_{0}^{1}\left(\kappa^{*}+\theta\left(x_{m}-\kappa^{*}\right)\right) d \theta-$ $(1-\mu)$, then
$\Gamma\left(x_{m}\right)=\Gamma\left(x_{m}\right)-\Gamma\left(\kappa^{*}\right)=M\left(x_{m}-\kappa^{*}\right)$.
Consequently, by the second sub step of the algorithm (6) and (25)
$x_{m+1}-\kappa^{*}=\frac{N}{D}\left(x_{m}-\kappa^{*}\right)$,
where

$$
\begin{align*}
D & =\Gamma^{\prime}\left(x_{m}\right)\left(\Gamma\left(x_{m}\right)-\Gamma\left(y_{m}\right)\right)\left(\Gamma\left(x_{m}\right)-3 \Gamma\left(y_{m}\right)\right), \\
N & =\Gamma^{\prime}\left(x_{m}\right)\left(\Gamma\left(x_{m}\right)-3 \Gamma\left(y_{m}\right)\right) \Gamma\left(x_{m}\right)-M\left(\Gamma\left(x_{m}\right)\right. \\
& \left.-3 \Gamma\left(y_{m}\right)\right) \Gamma\left(x_{m}\right)-\Gamma^{\prime}\left(x_{m}\right)\left(\Gamma\left(x_{m}\right)-3 \Gamma\left(y_{m}\right)\right) \Gamma\left(y_{m}\right)  \tag{28}\\
& -M \Gamma\left(y_{m}\right)^{2}=\left(\Gamma^{\prime}\left(x_{m}\right)-M\right)\left(\Gamma\left(x_{m}\right)-3 \Gamma\left(y_{m}\right)\right) \Gamma\left(x_{m}\right) \\
& -\Gamma\left(y_{m}\right)\left(M \Gamma\left(y_{m}\right)+\Gamma^{\prime}\left(x_{m}\right)\left(\Gamma\left(x_{m}\right)-3 \Gamma\left(y_{m}\right)\right)\right) .
\end{align*}
$$

An upper bound on $\left|D^{-1}\right|$ is given by (19),(23) and (25) as

$$
\begin{align*}
\left|D^{-1}\right| \leq & \frac{1}{1-L_{0}\left|x_{m}-\kappa^{*}\right|} \frac{1}{\left|x_{m}-\kappa^{*}\right|\left(1-P_{m}\right)} \frac{1}{\left|x_{m}-\kappa^{*}\right|\left(1-q_{m}\right)}  \tag{29}\\
& \frac{1}{\left|x_{m}-\kappa^{*}\right|^{2}\left(1-L_{0}\left|x_{m}-\kappa^{*}\right|\right)\left(1-P_{m}\right)\left(1-q_{m}\right)}
\end{align*}
$$

We also need an upper bound on $|N|$. This is achieved by finding upper bounds for each of the expressions that constitute (28) in turn:

$$
\begin{align*}
\Gamma^{\prime}\left(x_{m}\right)-M & =\mu\left(f^{\prime}\left(x_{m}\right)\right. \\
& \left.-\int_{0}^{1} f^{\prime}\left(\kappa^{*}+\theta\left(x_{m}-\kappa^{*}\right)\right) d \theta\right) \\
\left|\Gamma^{\prime}\left(\kappa^{*}\right)^{-1}\left(\Gamma^{\prime}\left(x_{m}\right)-M\right)\right| & \leq \frac{a \mu l}{2}\left|x_{m}-\kappa^{*}\right|^{2}  \tag{30}\\
\Gamma\left(x_{m}\right)-3 \Gamma\left(y_{m}\right) & =\mu\left(f\left(x_{m}\right)-f\left(\kappa^{*}\right)\right) \\
& -3 \mu\left(f\left(y_{m}\right)-f\left(\kappa^{*}\right)\right) \\
& -(1-\mu)\left(x_{0}-x_{m}\right) \\
& +3(1-\mu)\left(x_{0}-y_{m}\right)
\end{align*}
$$

$$
\begin{align*}
& \left|\Gamma^{\prime}\left(\kappa^{*}\right)^{-1}\left(\Gamma\left(x_{m}\right)-3 \Gamma\left(y_{m}\right)\right)\right| \leq a \mu\left(1+\frac{l_{0}}{2}\left|x_{m}-\kappa^{*}\right|\right) \\
& \left|x_{m}-\kappa^{*}\right|+3 \mu\left(1+\frac{l_{0}}{2}\left|y_{m}-\kappa^{*}\right|\right)\left|y_{m}-\kappa^{*}\right|  \tag{31}\\
& +(1-\mu)\left(\left|x_{m}-\kappa^{*}\right|+\left|x_{0}-\kappa^{*}\right|\right)+3(1-\mu) \\
& \left(\left|y_{m}-\kappa^{*}\right|+\left|x_{0}-\kappa^{*}\right|\right)=b_{m} \text {, } \\
& \Gamma\left(x_{m}\right)-\Gamma\left(\kappa^{*}\right)=M\left(x_{m}-\kappa^{*}\right),  \tag{32}\\
& \left|\Gamma^{\prime}\left(\kappa^{*}\right)^{-1} M\left(x_{m}-\kappa^{*}\right)\right| \\
& \leq a\left[\mu\left(1+\frac{l_{0}}{2}\left|x_{m}-\kappa^{*}\right|\right)\left|x_{m}-\kappa^{*}\right|+(1-\mu)\right]  \tag{33}\\
& =c_{m}\left|x_{m}-\kappa^{*}\right|, \\
& \Gamma\left(y_{m}\right)-\Gamma\left(\kappa^{*}\right)=\mu\left(f\left(y_{m}\right)-f\left(\kappa^{*}\right)\right)-(1-\mu)\left(\kappa^{*}-y_{m}\right) \\
& \left|\Gamma^{\prime}\left(\kappa^{*}\right)^{-1} \Gamma\left(y_{m}\right)\right|=\left|\Gamma\left(\kappa^{*}\right)^{-1}\left(\Gamma\left(y_{m}\right)-\Gamma\left(\kappa^{*}\right)\right)\right| \\
& \leq a\left[\mu\left(1+\frac{l_{0}}{2}\left|y_{m}-\kappa^{*}\right|\right)+(1-\mu)\right]  \tag{34}\\
& \left|y_{m}-\kappa^{*}\right| \\
& M-\Gamma^{\prime}\left(x_{m}\right)=\mu\left(\int_{0}^{1} f^{\prime}\left(\kappa^{*}+\theta\left(x_{m}-\kappa^{*}\right)\right) d \theta-f^{\prime}\left(x_{m}\right)\right),  \tag{35}\\
& \left|\Gamma^{\prime}\left(\kappa^{*}\right)^{-1}\left(M-\Gamma^{\prime}\left(x_{m}\right)\right)\right| \leq \frac{a \mu l}{2}\left|x_{m}-\kappa^{*}\right|, \\
& \Gamma^{\prime}\left(x_{k}\right)\left(\Gamma\left(x_{m}\right)-\Gamma\left(y_{m}\right)\right)=\Gamma^{\prime}\left(x_{m}\right) \\
& {\left[\mu \int_{0}^{1} f^{\prime}\left(y_{m}+\theta\left(x_{m}-y_{m}\right)\right) d \theta+(1-\mu)\right]\left(x_{m}-y_{m}\right)} \\
& \left|\Gamma^{\prime}\left(\kappa^{*}\right)^{-1} \Gamma^{\prime}\left(x_{m}\right) \Gamma^{\prime}\left(\kappa^{*}\right)^{-1}\left(\Gamma\left(x_{m}\right)-\Gamma\left(y_{m}\right)\right)\right|  \tag{36}\\
& \leq a\left(1+\mu l_{0}\left|x_{m}-\kappa^{*}\right|\right)\left(\mu \left(1+\frac{l_{0}}{2}\left(\left|x_{m}-\kappa^{*}\right|\right.\right.\right. \\
& \left.\left.\left.+\left|y_{m}-\kappa^{*}\right|\right)\right)+(1-\mu)\right)\left(\left|x_{m}-\kappa^{*}\right|+\left|y_{m}-\kappa^{*}\right|\right), \\
& \left|\Gamma^{\prime}\left(\kappa^{*}\right)^{-1} \Gamma^{\prime}\left(x_{k}\right) \Gamma^{\prime}\left(\kappa^{*}\right) \Gamma\left(y_{k}\right)\right| \\
& \leq\left(1+a \mu l_{0}\left|x_{m}-\kappa^{*}\right|\right) a\left(\mu\left(1+\frac{l_{0}}{2}\left|y_{m}-\kappa^{*}\right|\right)\right.  \tag{37}\\
& +(1-\mu))\left|y_{m}-\kappa^{*}\right| .
\end{align*}
$$

In view of (28) and summing up (30)-(37), we obtain in turn

$$
\begin{align*}
|N| & \leq \frac{a l}{2} b_{m} c_{m}\left|x_{m}-\kappa^{*}\right|^{3}+a\left(\mu \left(1+\frac{l_{0}}{2}\left|y_{m}-\kappa^{*}\right|\right.\right. \\
& \left.+(1-\mu))\left|y_{m}-\kappa^{*}\right|\right)+a \mu \frac{l}{2}\left|x_{m}-\kappa^{*}\right| \\
& +\left(1+a \mu l_{0}\left|x_{m}-\kappa^{*}\right|\right)\left(1+\frac{l_{0}}{2}\left(\left|x_{m}-\kappa^{*}\right|\right)\right.  \tag{38}\\
& \left.+\left|y_{m}-\kappa^{*}\right|+(1-\mu)\right)\left(\left|x_{m}-\kappa^{*}\right|+\left|y_{m}-\kappa^{*}\right|\right) \\
& +\left(1+a \mu l_{0}\left|x_{m}-\kappa^{*}\right|\right) a \mu\left(1+\frac{l_{0}}{2}\left|y_{m}-\kappa^{*}\right|\right. \\
& +(1-\mu))\left|y_{m}-\kappa^{*}\right| \leq d_{m}\left|x_{m}-\kappa^{*}\right|^{3}
\end{align*}
$$

Hence by (6), (14), (29), and (38)
$\left|x_{m+1}-\kappa^{*}\right| \leq \rho_{2}\left(\left|x_{m}-\kappa^{*}\right|\right)\left|x_{m}-\kappa^{*}\right| \leq\left|x_{m}-\kappa^{*}\right| \leq\left|x_{m}-\kappa^{*}\right|$.
Therefore, iterate $x_{m+1} \in T\left[\kappa^{*}, r\right)$ and assertions (14)-(17) hold. Then, from the estimate
$\left|x_{m+1}-\kappa^{*}\right| \leq R\left|x_{m}-\kappa^{*}\right|<R$,
for $R=\rho_{2}\left(\left|x_{m}-\kappa^{*}\right|\right) \in[0,1)$, the iterate $x_{m+1} \in T\left(\kappa^{*}, r\right)$ and $\lim _{n \rightarrow \infty} x_{m}=\kappa^{*}$.

The next result determines the uniqueness domain for $\kappa^{*}$.

## Proposition 1. Assume:

(i) $v \in T\left[\kappa^{*}, \rho_{1}\right)$ solves the equation $f(x)=0$ for some $\rho_{1}>0$.
(ii) The condition $\left(A_{2}\right)$ is verified on the interval $T\left[\kappa^{*}, \rho_{1}\right)$.
(iii) There exists $\rho_{2} \geq \rho_{1}$ such that

$$
\begin{equation*}
\frac{l_{0}}{2} \rho_{2}<1 \tag{41}
\end{equation*}
$$

Set $S_{1}=S \cap T\left[\kappa^{*}, \rho_{2}\right]$.
Then, $\kappa^{*}$ is the only solution of the equation $f(x)=0$ in the domain $S_{1}$.
Proof. Define the function $M_{1}=\int_{0}^{1} f^{\prime}\left(\kappa^{*}\left(v-\kappa^{*}\right)\right) d \theta$.
By (ii) and (41)

$$
\begin{aligned}
\left|f^{\prime}\left(\kappa^{*}\right)^{-1}\left(M_{1}-f^{\prime}\left(\kappa^{*}\right)\right)\right| & \leq l_{0} \int_{0}^{1}(v-\theta)\left|v-\kappa^{*}\right| d \theta \\
& =\frac{l_{0}}{2} \rho_{2}<1, \text { thus } M_{1} \neq 0
\end{aligned}
$$

Consequently, that $v=\kappa^{*}$ is implied by
$v-\kappa^{*}=M_{1}^{-1}\left(f(v)-f\left(\kappa^{*}\right)\right)=M^{-1}(0)=0$,
concluding that $v=\kappa^{*}$
Clearly, in Proposition 1, we can set $\rho_{1}=r$ provided that all the conditions of Theorem 1 are validated.

## 5. Semilocal convergence

Convergence can also occur on a limited basis, between the levels of local and global, and this is known as semi-local convergence. When more initial guesses are needed to reach convergence than are required for local convergence, we say that a root-finding method has semi-local convergence. To rephrase, the basin of attraction for a semilocal convergence approach is larger than that of a local convergence method, but smaller than that of a global convergence method.

Semi-local convergence iterative root-finding methods are numerical techniques used to approximate the roots of a given function that have semi-local convergence properties. Such methods are particularly useful in situations where it is difficult to determine the exact location of the root(s) or where the function has multiple roots that are close together.

Overall, semi-local convergence iterative root-finding methods offer a useful balance between the efficiency of locally convergent methods and the robustness of globally convergent methods.

This analysis follows as the local one, essentially replacing $\kappa^{*}$ by $x_{0}$ and by using the analogous conditions to $\left(A_{1}\right)-\left(A_{4}\right)$ and majorizing sequences [1,29]. Let $h_{0}, \geq 0 \quad h \geq 0, \quad s \geq 0$, and $\kappa^{*} \in[0,1), \bar{\lambda}=$ $(1-\mu)\left|f^{\prime}\left(x_{0}\right)^{-1}\left(1-f^{\prime}\left(x_{0}\right)\right)\right|$ provided that $x_{0} \in S$ satisfies $f^{\prime}\left(x_{0}\right) \neq 0$. Set $\bar{a}=\frac{1}{1-\bar{\lambda}}, \Gamma_{0}=\bar{a} \mu h_{0}$, and $\Gamma=\bar{a} \mu h$. Let us develop sequences $\left\{\alpha_{m}\right\}$, $\left\{\beta_{m}\right\}$ for $\alpha_{0} \stackrel{\lambda}{=} 0, \beta_{0}=s$ as

$$
\begin{align*}
r_{m}^{1} & =\bar{a}\left[\mu\left(1+h_{0}\left(\alpha_{m}+\frac{1}{2}\left(\beta_{m}-\alpha_{m}\right)\right)\right)+1-\mu\right]\left(\beta_{m}-\alpha_{m}\right), \\
r_{m}^{2} & =\Gamma\left(\beta_{m}-\alpha_{m}\right)^{2}, \\
r_{m}^{3} & =\bar{a} \Gamma\left(1+\mu h_{0} \alpha_{m}\right)\left(\beta_{m}-\alpha_{m}\right)^{3}, \\
r_{m} & =\Gamma\left(r_{m}^{1}+r_{m}^{2}+r_{m}^{3}\right),  \tag{42}\\
\alpha_{m+1} & =\beta_{m}+\frac{3 r_{m}}{1-\Gamma\left(\beta_{m}-\alpha_{m}\right)^{2}}, \\
\delta_{m+1} & =\frac{\Gamma}{2}\left(\alpha_{m+1}-\alpha_{m}\right)^{2}+\bar{a}\left(1+\mu \alpha_{m}\right)\left(\alpha_{m+1}-\beta_{m}\right), \\
\beta_{m+1} & =\alpha_{m+1}+\frac{\delta_{m+1}}{1-\Gamma_{0} \alpha_{m+1}} .
\end{align*}
$$

The sequences $\left\{\alpha_{m}\right\},\left\{\beta_{m}\right\}$ are majorizing for the algorithm (6) (see Theorem 2). However, first a convergence result is established for the sequences.

Lemma 1. Under the conditions
$\Gamma\left(\beta_{m}-\alpha_{m}\right)<1$, and $\Gamma_{0} \alpha_{m+1}<1$,
the sequences $\left\{\alpha_{m}\right\},\left\{\beta_{m}\right\}$ generated by the formulae (42) satisfy
$\alpha_{m} \leq \beta_{m} \leq \alpha_{m+1}<\frac{1}{\Gamma_{0}}$,
and
$\lim _{m \rightarrow+\infty} \alpha_{m}=\lim _{m \rightarrow+\infty} \beta_{m}=\beta^{*} \leq \frac{1}{\Gamma_{0}}$.

Proof. The formulae (42) and the condition (43) lead to the estimate (44) from which (45) also follows.

The limit point $\beta^{*}$ is unique as the least upper bound of these sequences. The semi-local conditions corresponding to the local are:
$\left(\subset_{1}\right)$ There exists $x_{0} \in S$ and $S \geq 0$ such that $f^{\prime}\left(x_{0}\right) \neq 0$ and $\bar{a} \mu\left|f^{\prime}\left(x_{0}\right)^{-1} f\left(x_{0}\right)\right| \leq S$.
$\left(\subset_{2}\right)\left|f^{\prime}\left(x_{0}\right)^{-1}\left(f^{\prime}(v)-f^{\prime}\left(x_{0}\right)\right)\right| \leq h_{0}\left|v-x_{0}\right|$ for some $h_{0} \geq 0$ and each $x \in S$. Set $S_{2}=S \cap T\left(x_{0}, \frac{1}{h_{0}}\right)$.
$\left(\subset_{3}\right)\left|f^{\prime}\left(x_{0}\right)^{-1}\left(f^{\prime}\left(v_{2}\right)-f^{\prime}\left(v_{1}\right)\right)\right| \leq h\left|v_{2}-v_{1}\right|$ for some $h \geq 0$ and each $v_{1}, v_{2} \in S_{2}$.
$\left(\subset_{4}\right)$ The conditions (43) hold.
( $\left.\subset_{5}\right) T\left[x_{0}, \beta^{*}\right] \subset S$.

Theorem 2. Under the conditions $\left(\subset_{1}\right)-\left(\subset_{5}\right)$ there exists $\kappa^{*} \in T\left[x_{0}, \beta^{*}\right]$ solving the equation $\Gamma(\mu, x)=0$ and such that
$\left|y_{m}-x_{m}\right| \leq \beta_{m}-\alpha_{m}$,
$\left|x_{m+1}-y_{m}\right| \leq \alpha_{m+1}-\beta_{m}$,
and
$\left|\kappa^{*}-x_{m}\right| \leq \beta^{*}-\alpha_{m}$.
Proof. The first two assertions are shown using induction. Indeed, the condition $\left(C_{1}\right)$ and (42) give in turn

$$
\begin{aligned}
\left|\Gamma^{\prime}\left(x_{0}\right)^{-1} \Gamma\left(x_{0}\right)\right| & \leq\left|\Gamma^{\prime}\left(x_{0}\right)^{-1} f^{\prime}\left(x_{0}\right)\right|\left|f^{\prime}\left(x_{0}\right)^{-1} \Gamma\left(x_{0}\right)\right| \\
& \leq \bar{a} \mu\left|f^{\prime}\left(x_{0}\right)^{-1} f\left(x_{0}\right)\right|=S=\beta_{0}-\alpha_{0}<\beta^{*}
\end{aligned}
$$

where we also used

$$
\begin{aligned}
\left|f^{\prime}\left(x_{0}\right)^{-1}\left(\Gamma^{\prime}\left(x_{0}\right)-f^{\prime}\left(x_{0}\right)\right)\right| & =(1-\mu)\left|f^{\prime}\left(x_{0}\right)^{-1}\left(1-f^{\prime}\left(x_{0}\right)\right)\right| \\
& =\lambda_{0}<1
\end{aligned}
$$

so
$\left|\Gamma^{\prime}\left(x_{0}\right)^{-1} f^{\prime}\left(x_{0}\right)\right| \leq \frac{1}{1-\lambda_{0}}=\bar{a}$.
Similarly, we have
$\left|\Gamma^{\prime}\left(x_{m}\right)^{-1} \Gamma^{\prime}\left(x_{0}\right)\right| \leq \frac{1}{1-\bar{a} \mu h_{0}\left|x_{m}-x_{0}\right|}=\frac{1}{1-\Gamma_{0}\left|x_{m}-x_{0}\right|}$.
Hence, the assertion (46) holds if $m=0$ and the iterate $y_{0} \in T\left(x_{0}, \beta^{*}\right)$.
By substituting the value of $x_{m}$ from the first to the second subset we obtain as in the local case

$$
\begin{equation*}
x_{m+1}-y_{m}=\left[1-\frac{\Gamma\left(x_{m}\right)^{2}-3 \Gamma\left(x_{m}\right) \Gamma\left(y_{m}\right)+\Gamma\left(y_{m}\right)^{2}}{D_{1}}\right] \tag{50}
\end{equation*}
$$

$$
\left(y_{m}-x_{m}\right)=\frac{N_{1}}{D_{1}}\left(y_{m}-x_{m}\right)
$$

where
$D_{1}=\left(\Gamma\left(x_{m}\right)-3 \Gamma\left(y_{m}\right)\right)\left(\Gamma\left(x_{m}\right)-\Gamma\left(y_{m}\right)\right)$,
and

$$
\begin{aligned}
N_{1} & =\left(\Gamma\left(x_{m}\right)-3 \Gamma\left(y_{m}\right)\right)\left(\Gamma\left(x_{m}\right)-\Gamma\left(y_{m}\right)\right)-\left(\Gamma\left(x_{m}\right)\right. \\
& \left.-3 \Gamma\left(y_{m}\right)\right) \Gamma\left(x_{m}\right)-\Gamma\left(x_{m}\right) \Gamma\left(y_{m}\right)^{2} \\
& =-\Gamma\left(y_{m}\right)\left[\left(\Gamma\left(x_{m}\right)-\Gamma\left(y_{m}\right)\right)+\Gamma\left(x_{m}\right) \Gamma\left(y_{m}\right)-2 \Gamma\left(y_{m}\right)\right]
\end{aligned}
$$

Next, first we find an upper bound on $\frac{1}{D_{1}}$ provided that $y_{m} \neq x_{m}$ and $D_{1} \neq 0$.

We need the estimates

$$
\begin{align*}
\Gamma\left(x_{m}\right) & -\Gamma\left(y_{m}\right)+\Gamma^{\prime}\left(x_{m}\right)\left(y_{m}-x_{m}\right)=-\mu\left(f\left(y_{m}\right)-f\left(x_{m}\right)\right. \\
& \left.-f^{\prime}\left(x_{m}\right)\left(y_{m}-x_{m}\right)\right)-\mid \Gamma^{\prime}\left(x_{m}\right)^{-1}\left(y_{m}-x_{m}\right)\left(\Gamma\left(x_{m}\right)\right. \\
& \left.-\Gamma\left(y_{m}\right)+\Gamma^{\prime}\left(y_{m}\right)\left(y_{m}-x_{m}\right)\right) \mid  \tag{51}\\
& \leq \frac{\bar{a} \mu h}{\left|y_{m}-x_{m}\right|}\left|y_{m}-x_{m}\right|^{2}=\Gamma\left|y_{m}-x_{m}\right| \\
& \leq \Gamma\left(\beta_{m}-\alpha_{m}\right)<1
\end{align*}
$$

thus

$$
\begin{equation*}
\left|\left(\Gamma\left(x_{m}\right)-\Gamma\left(y_{m}\right)\right)^{-1} \Gamma^{\prime}\left(x_{0}\right)\right| \leq \frac{1}{\left|y_{m}-x_{m}\right|\left(1-\Gamma\left(\beta_{m}-\alpha_{m}\right)\right)}, \tag{52}
\end{equation*}
$$

and similarly

$$
\begin{align*}
\Gamma\left(x_{m}\right) & -3 \Gamma\left(y_{m}\right)+\Gamma^{\prime}\left(x_{m}\right)\left(y_{m}-x_{m}\right) \\
& =\Gamma\left(x_{m}\right)-\Gamma\left(y_{m}\right)+\Gamma^{\prime}\left(x_{m}\right)\left(y_{m}-x_{m}\right)-2 \Gamma\left(y_{m}\right)  \tag{53}\\
& +2 \Gamma\left(x_{m}\right)+2 \Gamma^{\prime}\left(x_{m}\right)\left(y_{m}-x_{m}\right) \\
& =-3\left(\Gamma\left(y_{m}\right)-\Gamma\left(x_{m}\right)-\Gamma^{\prime}\left(x_{m}\right)\left(y_{m}-x_{m}\right)\right)
\end{align*}
$$

so
$\left|\left(\Gamma\left(x_{m}\right)-3 \Gamma\left(y_{m}\right)\right)^{-1} \Gamma\left(x_{0}\right)\right| \leq \frac{3}{\left|y_{m}-x_{m}\right|\left(1-\Gamma\left(\beta_{m}-\alpha_{m}\right)\right)}$,
and by (50)-(54)
$\left|\frac{1}{D_{1}}\right| \leq \frac{3}{\left|y_{m}-x_{m}\right|^{2}\left(1-\Gamma\left(\beta_{m}-\alpha_{m}\right)\right)^{2}}$.
Moreover, we need the estimates

$$
\begin{align*}
\Gamma\left(x_{m}\right)-\Gamma\left(y_{m}\right) & =-\left[\mu\left(f\left(y_{m}\right)-f\left(x_{m}\right)\right)+(1-\mu)\left(y_{m}-x_{m}\right)\right] \\
& =-\left[\mu \int_{0}^{1} f^{\prime}\left(x_{m}+\theta\left(y_{m}-x_{m}\right)\right) d \theta+(1-\mu)\right]  \tag{56}\\
& \left(y_{m}-x_{m}\right)
\end{align*}
$$

so

$$
\begin{aligned}
& \left|\Gamma\left(x_{0}\right)^{-1}\left(\Gamma\left(y_{m}\right)-\Gamma\left(x_{m}\right)\right)\right| \leq \bar{a}\left[\mu \left(1+h_{0}\left(\left|x_{m}-x_{0}\right|\right.\right.\right. \\
& \left.\left.\left.\quad+\frac{1}{2}\left|y_{m}-x_{m}\right|\right)\right)+(1-\mu)\right]\left|y_{m}-x_{m}\right| \\
& \quad \leq \bar{a}\left(\mu\left(1+h_{0}\left(\alpha_{m}+\frac{1}{2}\left(\beta_{m}-\alpha_{m}\right)\right)\right)\right. \\
& \quad+(1-\mu))\left|y_{m}-x_{m}\right|
\end{aligned}
$$

thus

$$
\begin{align*}
\left|\Gamma^{\prime}\left(x_{0}\right)^{-1} \Gamma\left(y_{m}\right)\right| & \leq \bar{a} \mu h\left|y_{m}-x_{m}\right|^{2}=\Gamma\left|y_{m}-x_{m}\right|^{2}  \tag{58}\\
\Gamma\left(x_{m}\right) & =-\Gamma^{\prime}\left(x_{m}\right)\left(y_{m}-x_{m}\right)
\end{align*}
$$

hence

$$
\begin{align*}
\left|\Gamma^{\prime}\left(x_{0}\right)^{-1} \Gamma\left(x_{m}\right)\right| & \leq \bar{a}\left(1+\mu h_{0}\left|x_{m}-x_{0}\right|\right)\left|y_{m}-x_{m}\right|  \tag{59}\\
& \leq \bar{a}\left(1+\mu h_{0} \alpha_{m}\right)\left|y_{m}-x_{m}\right| .
\end{align*}
$$

Summing up (56)-(59) and using the definition of $N_{1}$, we get
$\left|N_{1}\right| \leq r_{m}\left|y_{m}-x_{m}\right|^{2}$.
Therefore, by (42), (55) and (60)
$\left|x_{m+1}-y_{m}\right| \leq \frac{3 r_{m}}{\left(1-\Gamma\left(\beta_{m}-\alpha_{m}\right)\right)^{2}}=\alpha_{m+1}-\beta_{m}$,
and

$$
\begin{aligned}
\left|x_{m+1}-x_{0}\right| & \leq\left|x_{m+1}-y_{m}\right|+\left|y_{m}-x_{0}\right| \\
& \leq \alpha_{m+1}-\beta_{m}+\beta_{m}-\alpha_{0}=\alpha_{m+1}<\beta^{*}
\end{aligned}
$$

so the iterate $x_{n+1} \in T\left(x_{0}, \beta^{*}\right)$ and the assertion (50) holds.
Moreover, the first sub-step for $m+1$ replacing $m$ gives in turn
$\Gamma\left(x_{m+1}\right)=\Gamma\left(x_{m+1}\right)-\Gamma\left(x_{m}\right)-\Gamma^{\prime}\left(x_{m}\right)\left(x_{m+1}-x_{m}\right)$,
thus

$$
\begin{align*}
\mid \Gamma\left(x_{0}\right)^{-1} & \Gamma\left(x_{m+1}\right)\left|\leq \frac{\bar{a} \mu h}{2}\right| x_{m+1}-\left.x_{m}\right|^{2}+\bar{a}\left(1+\mu\left|x_{m}-x_{0}\right|\right) \\
& \left|x_{m+1}-x_{m}\right| \leq \frac{\Gamma}{2}\left(\alpha_{m+1}-\alpha_{m}\right)^{2}+\bar{a}\left(1+\mu \alpha_{m}\right)  \tag{62}\\
& \left(\alpha_{m+1}-\beta_{m}\right)
\end{align*}
$$

consequently by (61) and (62)

$$
\begin{align*}
\left|y_{m+1}-x_{m+1}\right| & \leq\left|\Gamma^{\prime}\left(x_{m+1}\right)^{-1} \Gamma^{\prime}\left(x_{0}\right)\right|\left|\Gamma^{\prime}\left(x_{0}\right)^{-1} \Gamma\left(x_{m+1}\right)\right| \\
& \leq \frac{\delta_{m+1}}{1-\Gamma_{0} \alpha_{m+1}}=\beta_{m+1}-\alpha_{m+1} \tag{63}
\end{align*}
$$

and

$$
\begin{align*}
\left|y_{m+1}-x_{0}\right| & \leq\left|y_{m+1}-x_{m+1}\right|+\left|x_{m+1}-x_{0}\right| \leq \beta_{m+1}-\alpha_{m+1}  \tag{64}\\
& +\alpha_{m+1}-\alpha_{0}=\beta_{m+1}<\beta^{*} .
\end{align*}
$$

Therefore, the iterates $\left\{\alpha_{m}\right\},\left\{\beta_{m}\right\} \in T\left[x_{0}, \beta^{*}\right)$, and the induction for the assertions (46) and (47) is completed. But the sequence $\left\{\alpha_{m}\right\}$ is Cauchy as convergent.

Consequently, the sequence $\left\{x_{m}\right\}$ is also Cauchy. Hence, there exists $\kappa^{*} \in T\left[x_{0}, \beta^{*}\right]$ such that $\lim _{m \rightarrow \infty} x_{m}=\kappa^{*}$. By setting $n \rightarrow \infty$ in (62) and the continuity of the function $\Gamma$ imply $\Gamma\left(\kappa^{*}\right)=0$.

Finally for $j=0,1,2, \ldots$, the estimate
$\left|x_{m+j}-x_{m}\right| \leq \alpha_{m+j}-\alpha_{m}$,
for $j \rightarrow+\infty$ implies (48).
The uniqueness domain for the solution follows in the next result as in the local case.

## Proposition 2. Suppose

(i) $v \in T\left[x_{0}, \rho_{3}\right)$ solves the equation $f(x)=0$ for some $\rho_{3}>0$.
(ii) The condition $\left(\subset_{2}\right)$ holds in the ball $T\left[x_{0}, \rho_{3}\right)$.
(iii) There exists $\rho_{4} \geq \rho_{3}$ such that

$$
\frac{h_{0}}{2}\left(\rho_{3}+\rho_{4}\right)<1
$$

Set $S_{3}=S \cap T\left[x_{0}, \rho_{4}\right]$.
Then, $v$ is the only solution of the equation $f(x)=0$ in the domain $S_{3}$.

Proof. Let $\bar{v} \in S_{3}$ be such that $f(\bar{v})=0$. Consider the function $Q=\int_{0}^{1} f^{\prime}(v+\theta(\bar{v}-v)) d \theta$.

By applying the conditions (ii) and (iii)

$$
\begin{aligned}
\left|f^{\prime}\left(x_{0}\right)^{-1}\left(Q-f^{\prime}\left(x_{0}\right)\right)\right| & \leq h_{0} \int_{0}^{1}\left[(1-\theta)\left|v-x_{0}\right|\right. \\
& \left.+\left|\bar{v}-x_{0}\right|\right] d \theta \leq \frac{h_{0}}{2}\left(\rho_{3}+\rho_{4}\right)<1
\end{aligned}
$$

leading to $Q \neq 0$, so $\bar{v}=x$.

## Remark 1.

(i) The number $\frac{1}{\Gamma_{0}}$ can replace $\beta^{*}$ in the condition $\left(\subset_{5}\right)$.
(ii) If all conditions of Theorem 2 hold, set $\rho_{3}=\beta^{*}$ and $v=\kappa^{*}$.
(iii) if $\mu=1$ in the preceding results then, we obtain immediately the corresponding local and semi-local results for the method (5).

## 6. Numerical simulations for local and semi-local convergence

In this section, we solve some numerical problems to discuss the results for local and semi-local convergence.

Problem 1. Define function $f$ on the interval $[-1,1]$ by
$f(x)=\exp (x)-1$.

Clearly, $\beta^{*}=0$ solves the equation $\Gamma(x)=0$. It follows that convergence conditions are validated provided $l_{0}=\exp (1)-1$ and $l=\exp \left(\frac{1}{l_{0}}\right)$. Then using the formula (9), the radius is $r=0.46285$.

According to Rheinboldt [30] and Traub [31], the radius of convergence for the standard two-step Newton's method is given by $r_{0}=\frac{2}{3 l_{1}}$ where $l_{1}$ is the Lipschitz constant on the interval $[-1,1]$ satisfying the condition $\left(A_{3}\right)$. The value of $l_{1}$ satisfying $\left(A_{3}\right)$ for $k^{*}=0$ is $l_{1}=e$. Then, $r_{0}=0.24<r$. Hence, a larger radius of convergence is obtained, leading to a wider choice of initial points to force convergence of the new method.

Problem 2. Let $d \in(0,1)$. Define the function $f$ on interval $[d, 2-d]$ by
$f(x)=x^{3}-d$.
Choose as an initial point $x_{0}=1$. Then, the Lipschitz constants are $h_{0}=3-d, h=2\left(1+\frac{1}{h_{0}}\right), \alpha_{0}=0, d=0.95$ and $\beta_{0}=s=\frac{1-d}{3}$.

Table 1 shows that the conditions $\left(A_{1}\right)-\left(A_{4}\right)$ are validated. Hence, $\lim _{n \rightarrow+\infty} x_{n}=\sqrt[3]{0.95}$.

## 7. Visual analysis via polynomiography

Visual analysis of root-finding methods via polynomiography is a standard tool in modern analysis of the quality of the root-finding methods [32]. The term polynomiography was coined out by B. Kalantari and it is a combination of the word "polynomial" and the suffix "graphy". In polynomiography we generate images called polynomiographs that show various aspects of the root-finding method depending on the coloring method [33]. In this section, we use one of the method of polynomiography, that is the basins of attraction. Using these polynomiographs, we compare the root-finding method given by (5) with its homotopy continuation version presented in Algorithm 1.

To generate basins of attraction, we assign a distinct color to each root of the considered polynomial, and for the non-convergent points, we select one more color (usually black). Now, each point of the area $A$ that we want to visualize is taken as the starting point for the rootfinding method. If the method has converged, then we search for the closest root of the polynomial and the found one and use its color to color the starting point. In the case when the method has not converged to any of the roots, we color the starting point using the additional color. In basins of attraction, we can observe to which root the given root-finding method converges depending on the starting point.

In this section, we generated basins of attraction for three complex polynomials of various degrees:

$$
\begin{aligned}
& \text { - } p_{2}(z)=z^{2}+8 z-9 \text { with roots: }-9,1 \text {, } \\
& \text { - } p_{3}(z)=z^{3}-1 \text { with roots: } 1,-\frac{1}{2}+\frac{\sqrt{3}}{2} \mathbf{i},-\frac{1}{2}-\frac{\sqrt{3}}{2} \mathbf{i} \\
& \text { - } p_{4}(z)=z^{4}-0.75 z^{2}-0.25 \text { with roots: }-1,1,-0.5 \mathbf{i}, 0.5 \mathbf{i}
\end{aligned}
$$

For $p_{3}$ and $p_{4}$, we generated images in the area $A=[-2,2]^{2}$, and for $p_{2}$ the area was set to $[-10,2] \times[-6,6]$. The other parameters in each case were the same, i.e., the auxiliary function $G(z)=z-z_{0}$, where $z_{0}$ is the starting point, the maximal number of performed iterations by the root-finding method was set to 30 iterations, the computations accuracy $\varepsilon=0.001$, and the image resolution was set to $800 \times 800$ pixels. For the homotopy continuation version, we used several values of the number of steps (the parameter $N$ in Algorithm 1). The program for generating the basins of attraction was written in Mathematica 13.2.

We start with the basins of attraction for the $p_{2}$ polynomial that are presented in Fig. 1. For the original method (5) in Fig. 1(a), we see that the two basins are separated by a vertical line in $z=-4$, i.e., in the middle between the two roots of $p_{2}$. Now, when we use the homotopy continuation method for (5), the basins form different shapes. The shape depends on the number of steps $N$ in the method. For $N=5$ (Fig. 1(b)), we can observe that the basin corresponding to the root 1 (red color) is much larger than the basin for -9 (yellow

Table 1
Sequence for Problem 2 with $d=0.95$.

| $n$ | 0 | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\Gamma_{0} \alpha_{m+1}$ | 0.00244 | 0.05106 | 0.10480 | 0.16269 | 0.22566 |
| $\Gamma\left(\beta_{m}-\alpha_{m}\right)$ | 0.00310 | 0.05827 | 0.06387 | 0.06832 | 0.07363 |
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color). The boundary between these two basins is not a linear one, it is circular. When we increase $N$ to 20 (Fig. 1(c)), then the yellow basin shrinks, and increasing $N$ further to 100 (Fig. 1(d)) causes the yellow basin to almost disappear and the method converges only to the root 1.

In the next example, we visually analyze the basins of attraction (Fig. 2) for $p_{3}$. In the case of the original method (Fig. 2(a)), we can observe three characteristic braids that form the boundaries of the basins. Near these braids, the basins are interweaving each other, so the method do not works in a stable way. After using the homotopy continuation method the basins change their shape (Figs. 2(b)-(d)). For low values of $N$, i.e., $N=5$ (Fig. 2(b)), we can observe that there are only two braids, and the interweaving is much smaller, which means that the stability of the method has increased. Moreover, the method mainly converges to the root associated with the yellow basin, i.e., to the real root 1 . Next, for $N=20$ (Fig. 2(c)), the boundaries of the basins are smoothed and they become more regular ones. There are some small areas near the boundaries in which we can observe the interweaving of the basins. Increasing the steps in the homotopy to 100 (Fig. 2(d)) smooths the boundaries further, obtaining clear boundaries between the three basins. Thus, the homotopy continuation method obtained better stability, than the original method given by (5).

In the last example, presented in Fig. 3, the basins of attraction for $p_{4}$ are analyzed. The basins for the original method (Fig. 3(a))
show very chaotic behavior. There are many interweavings between the basins, so the method does not work in a stable way. Now, when we use the homotopy continuation (Figs. 3(b)-(d)), then we notice an interesting behavior. No matter how many steps we use in the continuation, the basins are significantly different than the basins in Fig. 3(a). We do not see clear basins around the roots. Instead, we can observe that the basins remind us the ones that we saw in the case of the cubic polynomial $p_{3}$. For $N=5$, we see some interweaving between the four basins, but considerably smaller than in the case of the original method. Moreover, we observe that the yellow basin that corresponds to the root -1 is very small. Then, when we increase the number of steps in the continuation to 20, the interweaving decreases, and the yellow basin almost disappeared. Increasing $N$ to 100 smooths further the boundaries between the basins. The yellow basin reduces to isolated points scattered across the boundaries of the other three basins, mostly on the line that corresponds to the negative real line. From the images, we can also observe that the stability of the method that uses the homotopy continuation is better than the stability of the original method given by (5).

## 8. Numerical results for convergence analysis

We consider four nonlinear equations of scalar type. All examples use the homotopy function $\Gamma(x, \mu)=\mu f(x)+(1-\mu) G(x)$. The auxiliary
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homotopy function $G$ is taken to be $x-x_{0}$, where $x_{0}$ is the initial guess for the root of $f$. The stopping criterion is $|f(x)|<\varepsilon$ for the target function in the standard form of the method given in (5), while for its homotopy version given in (6), the stopping criterion is set to $|\Gamma(x, \mu)|<\varepsilon$, where $\varepsilon=10^{-10}$. During simulations of the nonlinear equations via homotopy continuation method, the parameter $\mu \in[0,1]$ is taken in 10 steps.

### 8.1. Academic equations

Problem 3. Consider the following second-degree equation
$f_{1}(x)=x^{2}+8 x-9$.
$f_{1}$ has two real and distinct roots, namely 1 and -9 while its firstorder derivative has a root -4 thereby causing the standard method (5) to fail at this point, including the points where $f(x)=3 f\left(x-\frac{f(x)}{f^{\prime}(x)}\right)$ or $f(x)=f\left(x-\frac{f(x)}{f^{\prime}(x)}\right.$. While the homotopy method given in (6) manages to reach the required roots. We saw polynomiographs for this function in Fig. 1. Table 2 shows a clear superiority of the homotopy continuation version over the standard optimal fourth-order method with different choices for the initial guess ( $x_{0}$ ). Moreover, plot in Fig. 4(a) shows that the homotopy path is the function $x=x(\mu)$, where in every point $\Gamma(x, \mu)=0$, while the plot in Fig. 4(b) shows that the HCM continuously deforms the known root of the start function $G$, into the root of the target function $f_{1}$.

Problem 4. Consider the following third-degree equation
$f_{2}(x)=\frac{x^{3}}{3}-\frac{x^{2}}{2}-6 x+1$.

Table 2
Comparison of standard optimal fourth-order method with its homotopy continuation version while considering $G(x)=x-x_{0}$ for Problem 3.

| $x_{0}$ | Method (5) | Method (6) |
| :--- | :--- | :--- |
| -4 | Diverge | 1.00000000000029 |
| -20 | -9 | 1 |
| 1 | Diverge | 1 |
| 10 | 1 | 1 |
| -9 | Diverge | -9 |
| -2 | 1.00000000000057 | 1.00000000000001 |

Table 3
Comparison of standard optimal fourth-order method with its homotopy continuation version while considering $G(x)=x-x_{0}$ for Problem 4.

| $x_{0}$ | Method (5) | Method (6) |
| :--- | :--- | :--- |
| -2 | Diverge | -3.65270475885147 |
| 3 | Diverge | 4.98804937311281 |
| 0.05 | 0.164655385738718 | 0.164655385738718 |

The equation $f_{2}(x)=0$ has three real and distinct roots: $4.98804937311281,0.164655385738659$ and -3.65270475885147 , while its first-order derivative has two roots -2 and 3 thereby causing the standard method (5) to fail at these two points including the points where either $f(x)=3 f\left(x-\frac{f(x)}{f^{\prime}(x)}\right)$ or $f(x)=f\left(x-\frac{f(x)}{f^{\prime}(x)}\right)$. While the homotopy method given in (6) manages to reach the required roots. Table 3 shows a clear superiority of the homotopy continuation version over the standard optimal fourth-order method with different choices for the initial guess $\left(x_{0}\right)$.
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Table 4
Comparison of standard optimal fourth-order method with its homotopy continuation version while considering $G(x)=x-x_{0}$ for Problem 5.

| $x_{0}$ | Method (5) | Method (6) |
| :--- | :--- | :--- |
| -1.5 | Diverge | -0.52228347176207 |
| 6.5 | 5.97508630942263 | 5.97508630941158 |
| 7.1 | -0.522283471761962 | 5.97508630941158 |

Table 5
Comparison of standard optimal fourth-order method with its homotopy continuation version while considering $G(x)=x-x_{0}$ for Problem 6.

| $x_{0}$ | Method (5) | Method (6) |
| :--- | :--- | :--- |
| 3.2943204 | Diverge | 5.89716695673287 |
| 2 | 0.691473843274813 | 5.89716695672519 |
| 10 | 5.89716695672600 | 5.89716695672519 |

Problem 5. A nonlinear equation involving some transcendental function is taken into consideration as follows [34]:
$f_{3}(x)=\sin (x)-\frac{\cosh (x)}{1000}+0.5$.
The equation $f_{3}(x)=0$ has some real roots in the interval $[-10,10]$. The model in (70) has been simulated by methods (5) and (6) with the results shown in Table 4. From the results, it is easy to observe that the standard method (5) diverges for the initial guess $x_{0}=-1.5$, while the homotopy method given in (6) manages to reach the required solution. In addition, the method without the homotopy continuation converges to the other solution with the initial guess $x_{0}=7.1$, whereas the homotopy continuation version does converge to the required solution. Table 4 shows a clear superiority of the homotopy continuation version over the standard optimal fourth-order method with different choices for the initial guess.

### 8.2. Real life applications

Problem 6. Consider the following azeotropic-point calculation discussed in Gritton et al. [35]
$f_{4}(x)=x^{2}-6.5886408 x+4.0777367$.

The function $f_{4}$ has two real and distinct roots namely $x_{1}=$ $0.691473843274813, x_{2}=5.89716695672519$, while its first-order derivative has a root 3.2943204 thereby causing the standard method (5) to fail at this point including the points where either $f(x)=3 f\left(x-\frac{f(x)}{f^{\prime}(x)}\right)$ or $f(x)=f\left(x-\frac{f(x)}{f^{\prime}(x)}\right.$. While the homotopy method given in (6) manages to reach the required roots. Table 5 shows a clear superiority of the homotopy continuation version over the standard optimal fourth-order method with different choices for the initial guess ( $x_{0}$ ). Even though the initial guess is chosen to be far away from the exact solution, the homotopy version manages to reach the desired root with much better accuracy in comparison to the standard method.

Problem 7 (A model for uniform beam subject to a linearly increasing distributed load). [36] A typical nonlinear equation used to model beam positioning is the equation for the deflection of a beam under load. The deflection of a beam is affected by several factors, including the load applied, the shape of the beam, and the material properties of the beam. These factors interact in a non-linear way, resulting in a nonlinear equation. One common form of the nonlinear equation used to model beam deflection is as follows:
$f_{5}(x)=x^{4}+4 x^{3}-24 x^{2}+16 x+16$,


Fig. 4. (a) The homotopy path is the function $x=x(\mu)$, where in every point $\Gamma(x, \mu)=0$. (b) Deformation of a root of the function $G(x)=x-x_{0}$ into a root of the polynomial $f_{1}(x)=x^{2}+8 x-9$ when $x_{0}=10$.

Table 6
Comparison of standard optimal fourth-order method with its homotopy continuation version while considering $G(x)=x-x_{0}$ for Problem 7.

| $x_{0}$ | Method (5) | Method (6) |
| :--- | :--- | :--- |
| 0.5 | Diverge | -7.46410161513775 |
| 0.3 | -0.535898384862245 | -0.535898384862245 |
| 5.0 | Diverge | 2.00000054065226 |

where $x$ shows the maximum deflection.
The equation $f_{5}(x)=0$ has four real roots, namely $x_{1}=2$, $x_{2}=2, x_{3}=-7.4641016151378$, and $x_{4}=-0.53589838486225$, while its first-order derivative has three distinct roots given as 2 , 0.3722813232690143 , and -5.372281323269014 thereby causing the standard method (5) to fail at these points including the points where $f(x)=3 f\left(x-\frac{f(x)}{f^{\prime}(x)}\right)$ or $f(x)=f\left(x-\frac{f(x)}{f^{\prime}(x)}\right)$. While the homotopy method given in (6) manages to reach the required roots. Table 6 shows a clear superiority of the homotopy continuation version over the standard optimal fourth-order method with different choices for the initial guess $\left(x_{0}\right)$. Once again, the homotopy version of the standard method is observed to have the capability to yield all the required results.

## 9. Conclusions with future directions

In cases where the traditional approach does indeed diverge, the homotopy continuation variant of the optimal iterative algorithm with fourth-order precision has proven to converge. For the HC variant, we perform an analysis of local and semilocal convergence and provide some numerical examples. This development is a big deal in the world
of numerical analysis and could be used in many other contexts. According to the findings of this research, the HC algorithm is both effective and efficient, and its further improvement is anticipated. The improved stability of the HC algorithm is demonstrated with the help of some polynomiographs.

As a whole, this work shows how crucial it is to find ways to optimize complex mathematical computations and how much room there is for future exploration and development in this area. More studies are needed to determine its utility in other contexts and to enhance its performance to its fullest potential. In addition, this algorithm may be able to be combined with other methods to form a more powerful and all-encompassing approach to solving a wide range of numerical analytic issues. Homotopy continuation methods are local methods, which means that they may converge to a local root or fail to converge at all. Homotopy continuation methods have applications in scientific computing, such as solving partial differential equations, control theory, and fluid dynamics. Developing methods that can efficiently solve these problems using homotopy continuation methods is an important research direction. Overall, the development of efficient and robust homotopy continuation methods and their applications to various fields is a promising research direction for the future.
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